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INTRODUCTION CONCLUSIONSFigure 2. GNN Model Input NASH Liver 
Tissue (A) hematoxylin and eosin (H&E) 
stain; (B) ML model detection of H&E tissue 
classes including NAS components: 
steatosis (pink), lobular inflammation 
(blue), and ballooning (red); (C) NASH 
Liver Tissue with Masson trichrome stain; 
(D) ML model detection of trichrome tissue 
classes including fibrosis (yellow) and bile 
duct (green). 

Our model enabled automated and reproducible 
NASH CRN scoring of liver biopsies, recapitulating 
pathologist scoring of NAS, the three NAS 
components, and fibrosis. Our approach enabled 
investigation of systematic biases among 
pathologists and in NASH scoring tasks. Future 
application of this method to clinical trials could 
support standardized evaluation of histologic 
endpoints in NASH potentially improving 
evaluation of the efficacy of NASH therapeutics.

METHODS METHODS RESULTS
Feature Overlay Generation on H&E and Trichrome WSIs
Whole-slide images (WSI) of 639 H&E and 633 trichrome NASH
liver biopsies from clinical trial participants (EMMINENCE,
NCT02784444) were scored by 3 pathologists for NAFLD
Activity (NAS 0-8) and its 3 components - inflammation (0-3),
steatosis (0-3), and ballooning (0-2), and for fibrosis (0-4).
Images were split into train, validation and test sets.
A pathologist network annotated WSIs for tissue regions. Using
the annotations on training set images, CNNs were trained to
generate pixel-level predictions of 13 H&E and 5 trichrome
classes (e.g., steatosis, bile duct, etc.) (Figures 1-2). WSIs were
then converted into directed graphs using these CNN generated
overlays as follows.

Pixel Clustering
The CNN predictions for each WSI were clustered into “super-
pixels” to construct the nodes in the graph. To increase the
computational efficiency of clustering, pixels are randomly sampled
from each WSI and clustered based on their spatial coordinates via
the Birch clustering method. All CNN predictions were then
assigned to the cluster of their nearest neighbor from the clustered
subset of ~5000. This process reduced hundreds of thousands of
pixel-level predictions into thousands of super-pixel clusters. WSI
regions predicted as background or normal tissue were excluded
during clustering.

Graph Construction and Node Featurization
Directed edges were placed between each node and their 5
nearest neighboring nodes (via the K Nearest Neighbor algorithm).
Self-loops were also incorporated. Each graph node is represented
by three classes of features generated from previously trained CNN
predictions pre-defined to be biological classes of known clinical
relevance: Spatial features included the mean and standard
deviation of (x, y) coordinates. Topological features included area,
perimeter, convexity of the cluster. Logit-related features included
the mean and standard deviation of logits for each of the classes
of CNN generated overlays (Figure 1, bottom panel).

GNN Architecture
Using an architecture equipped with graph convolution and graph
pooling modules the GNN performed a graph-level ordinal
classification of NAS components (from H&E WSI ) and CRN scores
(from trichrome WSI). Graph convolution aggregates features from
nodes’ local neighbors and generalizes the operation of
convolution from grid data (in standard CNN) to graph data.5
Hidden layers transform each input graph into another graph with
updated node features. The final graph pooling layer enables GNNs
to update the graph structure in addition to the node features 6,7.

Accounting for Pathologist Bias
Historically, pathologist concordance for scoring NAS is moderate
to weak (Figure 3). Individual pathologists may interpret guidelines
inconsistently, leading to systematic biases. Our GNN approach
models and accounts for these biases to produce unbiased
estimates for each WSI.
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Figure 4.  GNN Models Recapitulate NASH Scoring Classification 

Figure 5. Pathologist Biases Across NAS Components and CRN Score

Figure 1. Workflow for CNN model training and GNN Development 
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The prevalence of nonalcoholic fatty liver disease
(NAFLD) is rising rapidly, resulting in a concurrent
increase in its progressive form, nonalcoholic
steatohepatitis (NASH), which can lead to
cirrhosis1. There are no currently approved
therapeutics for NASH, with promising candidate
drugs failing to meet surrogate clinical trial
endpoints approved by the FDA that require
pathologic review of liver biopsies1. Inter- and
intra-pathologist variability in grading and staging

disease based on histological features leads to
inconsistency which may impact results2,3. “Black
box” machine learning approaches using
conventional neural networks (CNNs) can
interpret NASH histology on digitized slides, but
their application is limited by lack of
interpretability. Graph Neural Networks (GNNs)
are an emerging deep learning method that
represent and characterize histologic features
using graph representations and are well-suited to

data types that can be modeled by a graph
structure, such as fibrosis architecture4.
The GNN described here has been incorporated in
to a PathAI Drug Development tool (DDT) which
provides AI-based histological measurements of
nonalcoholic steatohepatitis (AIM-NASH). This
AIM-NASH DDT has been accepted by the FDA
into the Biomarker Qualification Program to be
evaluated for use in trial enrollment and to
determine histologic-based endpoints.

Here, GNNs were applied to NASH scoring using the NASH CRN
system1 producing predictions that were concordant with median
expert pathologists scores (test set): linearly-weighted Cohen’s
kappa of 0.613 (NAS), 0.758 (steatosis), 0.584 (inflammation), 0.614
(ballooning), and 0.507 (fibrosis) (Figure 4). Learned biases showed
that pathologist scoring was consistently biased across tasks
(Pathologist 1 scored lower than consensus, mean bias -0.459;
Pathologist 3 scored higher, 0.495) (Figure 5). In addition, we
observed task-specific biases among pathologists, with
inflammation showing minimal bias while fibrosis being highly
biased (Figure 5).
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To learn more about model performance and our AIM-NASH DDT 
attend our oral presentation at ILC 2021, AI-based histologic 
measurement of NASH (AIM-NASH): A drug development tool for 
assessing clinical trial endpoints (OS-1611).

Figure 3. Assessment of pathologists’ agreement (Cohen’s kappa) Across 
NAS Components and CRN Score
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